
How do the visualities of sensitive issues 
transform under the gaze of OpenAI’s GPT 4o? 

War, Memes, Art, Protest, and Porn: 

Jail(break)ing Synthetic Imaginaries under Open AI’s Content Policy Restrictions

This project engages with Open AI's GPT-4o model and tests its boundaries by reversing the practice of 'jailbreaking'. Introduced by Open 
AI on May 13, 2024, GPT-4o has been marketed as Open AI’s “new flagship model that can reason across audio, vision, and text in real-
time” (OpenAI, 2024). By using controversial images as prompts instead of text, we probe the model's ability to balance context 
recognition and content generation with Open AI’s ethical standards and moderation policies. In particular, we are interested in the 
model’s structures of reasoning as it modulates sensitive and ambiguous issues (war, protest, art, memes, and porn). While our curated 
collection of fifty input images covers a range of seemingly unrelated issues, they all share two qualities: ambiguity and cultural 
significance. Many of the images qualify as sensitive, yet they also widely and intensely circulate on ‘mainstream’ social media platforms. 
We use these images as input to generate stories, which then serve as prompts for the model to create new images (derivatives).  


Following OpenAI’s principle of “always delivering output” (De Seta, 2024), image-to-text generation employs verbosity and creative 
circumvention. Downplaying explicit elements, the AI-generated stories describe deceased individuals as “artworks and sculptures,” and 
sexually suggestive content is washed out by “the natural light in the room.” Text-to-image generation frequently faces obstacles, 
necessitating iterative prompt design and jail(break)ing. Our key findings includ�

�� Jail(break)ing takes place when the prompts force the model to combine jailing (enforcing content restrictions) and jailbreaking 
(attempting to bypass these restrictions)�

��  Image-to-text generation allows more space for controversy than text-to-image�
��  Visual outputs reveal issue-specific and shared jailing techniques for charged, ambiguous or divisive artefacts. These include 

foregrounding the background or ‘dressing up’ (porn), imitative disambiguation (memes), pink-washing (protest), 
cartoonization/anonymization (war),  and exaggeration of style (art).  

How do content policy restrictions play into the synthetic 
imaginaries of Chat GPT 4o?

How does the model classify sensitive and ambiguous images 
(along the trajectories of content, aesthetics, and stance)? 

Which synthetic imaginaries emerge from various issue 
contexts and what do these imaginaries reveal about the 
model’s ‘ways of seeing’?
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�� Jailing controversies
�� Jailing controversies: image-mediated storytelling 


We utilized a prompting protocol, starting with image-to-text prompting. It revealed the model’s image 
and context recognition capabilities and displayed patterns and transformations within the dimensions of 
place’ (where)—subject (who)— and activity (how). �

�� Synthesizing imaginaries: Crossreading input and output images within five issue spaces 

We generated images based on the stories from Step 1, forcing the model to rewrite and generate an image 
to comply with content restrictions. Our prompting protocol allowed us to assess the model’s techniques 
of ‘jailing’, and its ability to fit provocative images into the ‘normative regimes of visibility’. For each 
issue area, the model was asked to synthesize ten output images into an issue-specific canvas where 
characters are displayed relationally in the same setting�

�� Cross-issue analysis of input and output keywords: Tracing continuity and transformation

The model generated keywords for input and output images. This allowed us to construct a network, 
showing transformations and continuities of input and output keywords across issues�

�� Capturing shared synthetic vernaculars Content, aesthetic, and stance   

The output keywords were prompted in the dimensions of content, aesthetics, and stance and analyzed in a 
cross-issue matrix plot. The matrix shows overlaps in the aesthetics and stance keywords shaped by the 
prevalence of stance. This allows us to capture the model’s perceptions of issue-specific vernaculars as 
well as its own way of seeing controversies. �

�� Qualitative keyword-in-context analysis

Comparing input and output stories with the aim of identifying patterns or ‘formulas’ in the issue-specific 
imaginaries of where? who/what? and how?

�� Synthetic Imaginaries: Cross-reading input and output images 

      input image     output image

FINAL CANVASFINDINGS

Disambiguation
Separation of hybrid fictional creatures into 

actually existing creatures (chicken centipede).   

Imitation
OpenAI understands the memetic and directly 
outputs an unchanged story.

Cartoonization
Photo based documentation of events become 
cartoons. 

Anonymization
Proper names of political figures disappear.

A Hyperbole of styles 
Exaggerration of style and 

institutionalization 

Translates images of  violent protest into 
LGBTQ* focused pacifism via colour pallet, and 
removal of violent acts.

Pink Washing &

Queer patching

Dressing up
Nudity is censored with clothing.

Flattening out
Roundness of butts and breasts literally is 
flattened in output.
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