
What TikTok Claims, What Bold Glamour Does: A Filter’s Paradox
Miriam Doh

Université de Mons (UMONS)
ISIA Lab

Mons, Belgium
Université Libre de Bruxelles (ULB)

IRIDIA Lab
Brussels, Belgium

miriam.doh@umons.ac.be

Corinna Canali
Weizenbaum Institute/Universität der

Künste Berlin
Berlin, Germany

c.canali@udk-berlin.de

Nuria Oliver
ELLIS Alicante
Alicante, Spain

nuria@ellisalicante.org

Abstract
This paper critically examines the transformations applied by AI-
driven augmented reality (AR) beauty filters, using TikTok’s Bold
Glamour filter as a case study. Through a multidisciplinary analysis,
we explore how this hyper-realistic filter modifies user appearances,
reinforces Eurocentric beauty standards, and perpetuates intersec-
tional biases in gender and racial representation. The findings reveal
discrepancies between TikTok’s inclusivity claims and the filter’s
actual impact on faces. By analyzing the filter’s impact across dif-
ferent demographic groups, this study highlights its alignment
with market-driven objectives that commodify self-representation.
We discuss the broader societal implications of such technologies,
advocating for enhanced transparency and ethical governance to
mitigate the biases embedded in digital self-representation tools.

CCS Concepts
• Human-centered computing→ Social media.
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AR beauty filters, Social media, Transparency, Gender Bias, Self-
representation.
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1 Introduction
Visually oriented platforms like TikTok [81], Instagram [57], and
YouTube [37] are reshaping how individuals construct and present
their bodies and identities in the digital world [8, 36, 47, 48]. This
move toward digital self-construction has been closely tied to sig-
nificant investments in technologies designed to shape, curate, and
manage user interactions through self-image––efforts increasingly
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driven by monetization and market-oriented objectives. As noted
in [43]: “visually oriented platforms [...] are increasingly the site
for identity-making online” which has become a core component
of platform economies and governance strategies. In this context,
identity, tied to body appearance, is expressed and commodified
[56]. Personalized advertisement and the deployment of AI-based
content moderation and classification algorithms have entrenched
sexual, gender, and racial biases within the tools used for digital
interaction, self-expression, and self-presentation in social plat-
forms [30, 62, 63, 70]. Governed by algorithmic processes, these
platforms act as intermediaries, shaping perceptions of identity and
self-representation and amplifying pressures on users to conform to
idealized norms. Historically scrutinized for their appearance [24],
women are particularly vulnerable to this phenomenon, with these
platforms controlling self-expression under a veneer of autonomy,
safety, and creativity.

The immensely popular AI-based augmented reality (AR) beauty
filters exemplify these dynamics, serving as visual tools where the
physical and virtual worlds converge [46]. Although marketed as
empowering tools for creativity, beauty filters like TikTok’s Bold
Glamour filter—illustrated in Figure 1—have been found to reduce
diversity and reinforce racial and gender biases rooted in Western
beauty ideals, subtly normalizing and amplifying harmful norms in
opaque ways [69, 71]. While a more substantial body of research
has studied Instagram’s AR beauty filters, the impact of these type
of filters on TikTok—a platform centered on short-form video user-
generated content (UGC) curated through human and algorithmic
processes—remains unexplored. Existing frameworks for the analy-
sis of AR beauty filters, such as OpenFilter [71] are also inapplicable
to TikTok due to recent platform updates1. Furthermore, TikTok’s
advanced filter technologies, capable of performing hyperrealis-
tic, real-time modifications to users’ videos, have the potential to
amplify biased influence on self-perception, body image, and user
engagement. To shed light on this topic, we conduct a case study
of TikTok’s Bold Glamour beauty filter, an extremely popular filter
designed and deployed by TikTok. We argue that these popular
tools are not neutral; instead, they are imbued with cultural, social,
and economic values that privilege certain more productive and
normative identities over others. In this paper, we provide first an

1During the writing of this paper, new policies and regulations were implemented on
platforms such as Instagram and TikTok. Starting in December 2024, in response to
growing criticism of AR beauty filters, TikTok introduced a policy prohibiting users
under 18 from using beauty filters [4], while in January 2025 Instagram announced
the banning of beauty filters entirely (see note 3). However, as of today, a quick test
revealed that some available filters still apply beautifying features to the users’ faces, a
matter that requires further investigation. For further details on current updates, see A
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overview of AI-based beauty filters from a sociotechnical perspec-
tive. Second, we draw inspiration from [20] to analyze TikTok’s
popular Bold Glamour beauty filter, focusing on the aesthetic trans-
formations made by the filter, with particular attention to gender
and racial biases and their alignment with Western beauty stan-
dards. Third, we study how the filter aligns or differs from the
platform’s declared inclusivity policies. Finally, we propose path-
ways for more equitable design and regulation of AI-driven identity
technologies, emphasizing the need for transparency, diversity, and
accountability in the development and deployment of these tools.

2 Related work
AI-based AR filters are automated photo-editing tools that leverage
computer vision algorithms to apply customized effects to images
or videos of faces in real time. Since their introduction on social
media in 2015, these filters have evolved significantly in accuracy
and popularity. Millions of users now engage with AR filters on
visual-based platforms which also offer filter creation tools such
as Meta Spark AR2 and TikTok’s Effect House3. AR filters serve
various purposes: some are designed for playful photomontages,
while others are brand-specific, allowing users to try on products
like makeup or accessories virtually. A particular type of filters are
beauty filters, explicitly designed to apply predefined beauty stan-
dards to the faces of their users, which typically include smoothing
the skin and modifying facial features, such as the lips, nose, eyes,
eyelids and cheeks, to conform with a socially constructed ideal of
attractiveness.

In the past few years, although still limited by the platforms’
non-disclosure practices, growing academic and public scrutiny
has advanced the general understanding of the biases embodied
and perpetuated by AR beauty filters. Previous work has addressed
racial bias and colorism [73], and the filters’ ability to reinforce
idealized and stereotypical beauty canons that affect self-perception
[13, 29, 45, 58], leading to heightened body self-surveillance based
on Western-aligned standards. Recent work by [69] presents an
in-depth examination of how beauty filters perpetuate racial bi-
ases, employing explainable AI techniques and publicly available
datasets of beautified faces [71]. A complementary strand of re-
search takes a more ethnographic and phenomenological approach
and has explored how users experience and are impacted by these
filters on a personal level through small ethnographic studies. For
example, Rosalind Gill conducted in 2021 a survey for the City,
University of London, where 175 UK-based young women (aged
18–30) were interviewed. The findings showed that around 90%
of participants had used AR beauty filters, with 48% using them
at least once a week [34, 39]. The study further highlighted that
participants most commonly used these filters to even or alter skin
tone, whiten teeth, enlarge eyes, plump lips, narrow noses, reshape
jaws, and reduce weight (the so-called “skinny-filter”). Addition-
ally, the survey reported that 94% of participants felt “pressure to
look a certain way on social media” ([34]), with nearly 80% stating
that social media negatively impacts their self-perception, and 60%
reporting feelings of depression due to these aesthetic expectations.
2https://spark.meta.com/; Note: Meta announced that it will discontinue AR beauty
filters and shut down third-party AR effects and APIs for creating filters via Spark AR,
starting January 2025.
3https://effecthouse.tiktok.com/

The psychological and social impact of beauty filters, especially
on young females––a demographic group traditionally affected by
prescriptive beauty standards [52, 60]– has been further studied by
several authors [26, 45, 66].

Building on this body of work, we argue that further scrutiny of
beauty filters is necessary. Drawing on Gerrard and Thornham’s
framework of social media "sexist assemblages" as a lens to under-
stand how digital governance perpetuates normative gender roles
through both human and mechanical elements [32], we similarly
use Deleuzian theory to conceptualize beauty filters as collective as-
semblages that articulate territoriality and identity, matching "those
social forms capable of generating them and using them" [16, 78, 79].
Hence, it is crucial to critically examine their opaque modes of cre-
ation, deployment, and governance to unpack further the nature
and extent of the intersectional biases informing beauty filters as
integral to their design. This approach also calls for studies that
engage with the complex sociotechnical and political heritage that
informs the technologies under study [21, 38]. To address these chal-
lenges, this paper adopts a multifaceted approach that integrates
socio-cultural analyses with technical considerations, examining
how platform governance and algorithmic design contribute to the
reproduction and circulation of gender biases. As a case study, we
analyze TikTok’s Bold Glamour beauty filter, released by TikTok at
the end of 2022 and widely adopted in the platform.

3 From Snapchat’s AR filters to TikTok’s Bold
Glamour

Figure 1: Examples of the Bold Glamour filter applied to a
female and a male samples (A = Asian, L = Latino/a) and
genders (F = Female, M = Male). In each pair, the first image
represents the original, unfiltered face (e.g., 𝐿𝐹 ), while the
second image shows the face after the filter has been applied
(e.g., 𝐿𝐹*), illustrating the aesthetic changesmade by the filter.
Original samples from Chicago Face Database (2015).

The introduction of AR filters on Snapchat in 2015, following its
acquisition of Looksery, revolutionized digital self-representation
by incorporating 3D elements throughwhat the platform branded as
“Lenses" [12]. Snapchat’s Dog Lens (2016) became iconic, blending
playful overlays with subtle beautification aligned with Western
beauty standards [14]. Promoted by influencers like KimKardashian
[50, 55], the filter gained popularity but soon became a gendered
tool, primarily associated with feminine users and subjected to
sexist critiques, earning derogatory labels like the “hoe filter” [19,
42].
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AR filter technology has since advanced, with platforms like
Instagram4 and TikTok enabling user-generated filters and utiliz-
ing sophisticated AI to create real-time, seamless transformations.
Among these, beauty filters have become particularly popular, en-
hancing user appearances by reshaping and adjusting various fa-
cial features. An emblematic example is TikTok’s Bold Glamour,
developed by TikTok in 2023. Renowned for its unprecedented
hyper-realism and seamlessness [72], it quickly went viral [75]. As
of today, it has been featured in around 250 million videos. How-
ever, the hyper-realism of Bold Glamour, which not only achieves
realistic accuracy but also superimposes idealized and vivid adapta-
tions of reality, together with a lack of transparency in its design,
deployment and adoption, has raised significant concerns about
how this and other beauty filters shape perceptions of attractive-
ness, self-worth, and identity. Traditional media has long estab-
lished beauty standards by presenting them on selectively chosen
bodies, promoting methods to emulate these ideals. Beauty filters
transform this practice by superimposing beauty standards in real
time on users, thus allowing them to become the standard mo-
mentarily. This blending of physical and digital aesthetics embeds
harmful biases into blurred digital realities, extending critiques of
media’s influence on gendered representations and psychological
well-being [5, 6, 33, 36, 49]. The Westernized, heteronormative, and
often racially biased beauty ideals embedded in these filters [69, 71],
perpetuate exclusionary norms and deepen discriminatory stan-
dards. They amplify self-surveillance, particularly among women,
pressuring conformity to predefined standards and deepening dis-
criminatory impacts on body image and identity [35, 68, 77]. In
addition, this blurring of the digital and physical selves is reinforced
by social media platforms, which profit from and promote norma-
tive representations of femininity. Notably, TikTok exemplifies this
dynamic, leading the beauty e-commerce sector with the platform
achieving, in 2023 alone, a global Gross Merchandise Value (GMV)
of roughly 2.5 billion USD from beauty sales with 370 million beauty
and personal care products sold worldwide via TikTok Shops [88].

In this paper, we examine how beauty filters and particularly
TikTok’s Bold Glamour are shaped by and reinforce pre-existing het-
eronormative gender and market-driven content curation, which
serves to profit the platforms from their users’ aesthetic [24, 25] and
glamour labor [85]. To perform our analysis, we have developed an
improved version of the Disclaimer Block [20] tool that quantifies
the transformations the filter applied to different facial features. We
study the impact of the filter on a diverse set of faces to shed light
on its effects on individuals of different genders and racial groups.
Furthermore, we explore TikTok’s “beauty paradox", highlighting
the tension between fostering self-expression and pressuring users
towards normative attractiveness and gendered productivity. By
placing beauty filters within broader socio-cultural and economic
systems, our analysis critiques their role in perpetuating intersec-
tional biases and discriminatory structures, a pattern not unique to
TikTok but prevalent across major Western-aligned social media
platforms.

4Following criticism and legal actions [74], Meta announced that, starting in January
2025, it will discontinue AR beauty filters across its platforms. This includes the removal
of all third-party face filters and AR effects on Facebook, Instagram, and Messenger,
along with the shutdown of APIs enabling users to create filters via Meta Spark AR
[15]; [59])

4 Analysis of the Bold Glamour Beauty Filter
This section presents the methodology and results of analyzing
the impact of the Bold Glamour filter on a diverse set of faces. Our
analyses are driven by the following research questions:

RQ1: Does Bold Glamour brighten the faces? Previous work
has reported a potential brightening of the faces due to the ap-
plication of Instagram’s beauty filters [69], yet there is a lack of
conclusive evidence in this regard.

RQ2: Are the filter transformations dependent on gender
and race? While the Bold Glamour filter claims to personalize
its effects based on the user’s face shape and features, there is a
lack of research on the role that gender and race play in the face
modifications applied by the filter.

RQ3: Does Bold Glamour apply a facial feature morpho-
logical alignment? Recent research has suggested the existence
of a white racial bias in Instagram’s filters [69]. Yet, there is a lack
of detailed, quantitative research on the transformations applied
by the filter and its potential morphological alignment.

4.1 Dataset
Inspired by the data collection techniques described by [61], we
selected 208 face images from the Chicago Face Database [54]: 26
images per race and gender category, across two genders [M =Male,
F = Female] and four race categories [W = White, B = Black, A =
Asian, L = Latino], which will be used as abbreviations throughout
the paper. One-minute videos were generated from the images to
adapt to TikTok’s constraints, each featuring multiple face images.
This process resulted in 16 videos capturing both unfiltered and
filtered facial data. The videos were then displayed in front of a
phone mounted on a selfie ring light to ensure consistent lighting
and stable conditions. Each face was first recorded without filters
and then with the Bold Glamour filter applied to them. This setup
minimized variability in lighting and positioning across recordings,
allowing accurate comparisons between unfiltered (𝐹 ) and filtered
(𝐹 *) images. After video capture, frames corresponding to 𝐹 and 𝐹 *
were extracted and reassociated with their respective gender and
racial labels per the Chicago Face Database metadata. The extracted
frames were then processed and refined, preparing them for the
analysis described next.

4.2 Methodology to Characterize Facial Features
To automatically characterize the facial features, we adapted and
expanded the Disclaimer Block or DB framework introduced by
[20], which is designed to bridge the gap between the technological
opacity of beauty filters and user awareness. This revised approach,
called Disclaimer Block V.2 (DB V.2) integrates enhanced imag-
ing techniques to provide a more detailed analysis of the changes
introduced by the beauty filter. Figure 2 illustrates both the original
(V.1) and refined (V.2) DB frameworks applied to the original 𝐿𝐹 and
beautified 𝐿𝐹 * images shown on the left. For a detailed discussion
of the improvements in DB V.2, refer to Appendix B.

Disclaimer Block V.1. The original implementation of the Disclaimer
Block framework relied on a region-based analysis of the face to
visualize and quantify changes introduced by the filter. This was
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Figure 2: Left: Original (𝐿𝐹 ) and beautified (𝐿𝐹*) faces. Middle: Output of the Disclaimer Block V.1 framework, showing a
heatmap (𝐻𝐷 ) and semantic analysis (𝑇𝐷 ) of the facial changes. Right: Output of the Disclaimer Block V.2 framework proposed
in this paper. It uses IDif𝐿𝐹 for more precise noise reduction and S(IDif𝐿𝐹 ) for detailed regional analysis, enhancing the accuracy
and granularity of the assessment of the filter on facial features (𝑇𝐷 ). Example of a Latina = L Female = F.

achieved through (1) a heatmap𝐻𝐷 , which used Mediapipe tessella-
tion to aggregate changes across predefined facial regions, offering
a spatial overview of modifications, and (2) a semantic table 𝑇𝐷 ,
which summarized the magnitude of changes across 13 macro areas
of the face, based on Mediapipe landmarks and definitions from
[22]. While effective in providing a general overview, this approach
lacked the precision needed to capture pixel-level changes, as it
smoothed over finer, localized modifications and was susceptible
to noise introduced by variability in lighting and alignment.

Disclaimer Block V.2. To address these challenges, DB V.2 intro-
duces several refinements. The semantic table (𝑇𝐷 ) now leverages
more granular facial regions, enabling detailed analysis of filter-
induced changes in specific features. Additionally, 𝐻𝐷 is replaced
with IDif𝐴 , a pixel-level difference map generated through precise
alignment techniques (e.g., SIFT [53]) combined with a Gaussian
blur to reduce noise. This approach provides a clear “footprint”
of the filter’s impact, mapping changes directly at the pixel level.
Complementing IDif𝐴 , DB V.2 introduced S(IDif𝐴), a semantic map
that visualizes pixel-level differences across all regions, bridging
detailed spatial differences with interpretable semantic areas. These
improvements enable a more accurate and comprehensive under-
standing of the filter’s behavior.

From facial features to semantic feature vectors. Facial features
are transformed into semantic vectors using FaceGen [28], which
models facial morphology via PCA on 273 diverse 3D scans, yielding
reproducible high-dimensional shape vectors that capture subtle
structural variations. As a result, we transform the face into quan-
tifiable vectors, F(𝑔,𝑟 ) ∈ R𝑛 and F

(𝑔,𝑟 )∗ ∈ R𝑛 , where F and F*
denote the vectors corresponding to the original and beautified
faces, respectively, and the superscript (𝑔, 𝑟 ) denotes the gender
and race group. These vectors enable a detailed comparative analy-
sis, providing a structured way to quantify the aesthetic changes
imposed by the filter, as illustrated in Figure 3. For further method-
ological details on how semantic feature vectors are derived from
facial features with FaceGen, refer to Appendix C.

Average face per gender and race. The semantic feature vectors
are computed from the average face within each racial and gen-
der group to analyze general trends and patterns without relying
on individual-level data, addressing practical and methodologi-
cal limitations. Processing individual images is time-intensive and

resource-demanding, particularly with manual facial analysis soft-
ware like FaceGen, which requires manual processing of each image.
Averaging provides a manageable and scalable method to analyze
the broader impact of the filter while highlighting systemic bi-
ases and overarching trends that the filter may impose on distinct
racial and gender groups. This approach is supported by [65], who
demonstrated that face averaging effectively reveals systemic bi-
ases in automated systems. By revealing patterns such as biases
in skin tone or facial shape, average faces offer insights beyond
individual-level analysis, making them a robust tool for assessing
group-level effects in line with the study’s objectives. Furthermore,
TikTok’s architecture makes large-scale data extraction challenging.
Working with average representations circumvents these technical
barriers, enabling research while respecting the platform’s limita-
tions. By focusing on average faces, our study examines the broader
sociotechnical implications of the filter while maintaining logistical
efficiency.

Figure 3: Creation of 2D average faces for groups categorized
by race and gender, shown here for Asian females. Both orig-
inal (F) and beautified (F∗) averages were used to derive 3D
reconstructions with FaceGen, yielding vector representa-
tions.
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Figure 4: Boxplots illustrating variations in Δ𝐵 (Delta Bright-
ness) across subgroups. Values below the zero line represent
a decrease in brightness, while values above indicate an in-
crease.

Note that our approach does not provide an absolute measure
of facial feature changes. Instead, it allows us to compare the rela-
tive impact of the filter across different groups by analyzing how
each group’s average facial features change after the filter’s applica-
tion. Previous studies have addressed the challenge of interpreting
changes without an absolute reference by establishing reference
baselines, such as using blurred images to quantify information loss
[69]. Similarly, our analysis focuses on ranking facial features based
on the degree of change observed in the average faces, providing a
relative understanding of the filter’s impact.

4.3 Results
4.4 RQ1: Does Bold Glamour brighten the faces?
We assess brightness modifications from TikTok’s Bold Glamour
filter to detect potential skin tone bias. Adapting the methodology
of Riccio et al. [69], we convert the RGB values of 208 face images
to the HSV space and extract the Value component. For each image,
Δ𝐵 is defined as the mean brightness difference between the filtered
and original versions. Figure 4 presents the distributions of Δ𝐵 by
gender and race.

Because Δ𝐵 deviates from normality, we apply Wilcoxon signed-
rank tests [87] to each gender–race subgroup. All male subgroups
exhibit significant brightness decreases: Asian (AM, 𝑝 = 7.45×10−7),
Black (BM,𝑝 = 6.032×10−5), Latino (LM, 𝑝 = 1.11×10−5) andWhite
(WM, 𝑝 = 6.69 × 10−3). Among females, Black (BF, 𝑝 = 0.0304) and
White (WF, 𝑝 = 0.0516) faces show significant brightness increases,
while Asian (AF) and Latina (LF) faces do not.

Given the small samples in each gender–race subgroup, we also
aggregate all 208 images by gender and then compare mean and
median Δ𝐵 using Welch’s t-test (t = -6.409, 𝑝 = 1.50 × 10−9) and
the Mann–Whitney U test (U = 2168, 𝑝 = 1.436× 10−11). Male faces
consistently darken (mean Δ𝐵 = −3.88 × 10−6), and female faces
consistently lighten (mean Δ𝐵 = 4.82 × 10−7), confirming a robust
gender-dependent brightness bias.

Figure 5: Gender differences in the transformations the fil-
ter applies based on an implicit gender classification of the
input face. (a) Females (F): When the filter classifies the face
as a female, its output enhances lips, cheeks, and eyes with
makeup; (b) Males (M): When the filter classifies the face
as male, it focuses on structural changes without makeup.
Unfortunately, the filter might misclassify the input face, as
illustrated in (c) and (d),where a man has applied the female
transformation (c), and a woman has applied the male trans-
formation (d).

These results suggest that Bold Glamour systematically darkens
male faces and lightens female faces across all races. Such a gender-
dependent pattern suggests underlying algorithmic design choices
that differentially impact users by gender, warranting further in-
vestigation into the filter’s mechanisms and their implications for
user representation and identity.

4.5 RQ2: Are the filter transformations
dependent on gender and race?

Male vs Female Modifications. A close examination of IDif𝐴 and
S(IDif𝐴) reveals that the Bold Glamour filter adapts noticeably
based on the inferred gender of the subject. Because TikTok’s API
does not expose any explicit gender labels, we reconstructed this
implicit classification by identifying two consistent transformation
patterns—“Feminine Output” (F−(IDif𝐴)) and “Masculine Output”
(M−(IDif𝐴)) —applied systematically to each face (see Figure 5)

In the case of faces that are implicitly classified as females by
the filter, it transforms the lips, cheeks, and eyes, adding makeup
to the eyelids and enhancing cheekbones with blush (Figure 5 (a)).
Conversely, faces implicitly classified as males experience a vertical
blush or shadow effect down the face, in contrast with the diagonal
blush along the cheekbones in the feminine output. This vertical
shading highlights a more angular, square facial structure, particu-
larly by enhancing the jawline, reinforcing a masculine aesthetic
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with a firmer jawline contour. In both genders, the filter increases
the eyebrows’ volume and intensity (Figure 5 (b)).

Figure 6: Average gender-specific modifications of facial fea-
tures. The color represents the direction (red for increases
and blue for reductions) and the intensity and magnitude
of the changes. Observe how the filter’s impact on different
facial features depends on the inferred gender of the input
image.

To quantify the observed gender differences, we compute the
difference vector 𝐷 (𝑔) for each gender, where each component 𝑑 (𝑔)

𝑖
represents the change in the 𝑖 − 𝑡ℎ facial feature and is defined
as 𝑑 (𝑔)

𝑖
= 𝑓

(𝑔)∗
𝑖

− 𝑓
(𝑔)
𝑖

. Here, 𝑓 (𝑔)
𝑖

and 𝑓
(𝑔)∗
𝑖

are the components
of the previously described feature vectors 𝐹 and 𝐹

∗, represent-
ing the pre- and post-filter values, respectively. We select the 13
most commonly modified features, namely areas related to the size
and shape of the eyes, cheekbones, chin, jawline, lips, and nose, as
shown in Figure 6. The quantitative analysis reveals distinct gender-
specific transformations, with women experiencing overall more
pronounced changes, as reflected by an average absolute change of
0.491 compared to 0.379 for men. Lips are the most transformed fea-
ture across genders, with significant volumizing effects (+0.818 for
women and +0.613 for men). Additionally, women exhibit dramatic
softening and contouring of the cheeks (−1.005), along with slight
enlargement and inward tilting of the eyes (+0.39) and a softened
jawline (−0.810), creating a more delicate appearance. In contrast,
men’s transformations emphasize angularity and structure, with
enhancements in the jawline (−0.435) and cheekbones (+0.433),
reinforcing traditionally masculine features. These findings high-
light the filter’s alignment with conventional beauty standards:
emphasizing softness and symmetry for women versus structure
and definition for men. Furthermore, the gender classification is
performed automatically by the filter, without the knowledge of
the user, which also yields undesirable results in some failure cases,
as illustrated in Figure 5 (c) and (d).

Sensitivity to facial features. As previously described, gender
misclassifications by the filter can occur leading to the application
of different transformations by the filter. Our analysis reveals that
such misclassifications disproportionately affect female subjects.
Specifically, 8 out of 26 Black Female images were misclassified
(30.76%), compared to 3 out of 26 White Females (11.53%) and 2 out
of 26 Latina Females (7.69%). Among male subjects, only 1 out of
26 White Men (3.84%) was misclassified.

To investigate the factors contributing to these gender misclassi-
fications, we employed an input perturbation approach using [27],

Figure 7: The effect of hair length changes on filter gender
classification. In (a), original images show filter outputs. In
(b), modifications to hair length are shown: The “(+)” and “(-)”
symbols indicate whether extending or reducing hair length.
The * represents the beautified version of the image

which allows for modifications in facial features such as hairstyles
or facial expressions. While computationally expensive, this ap-
proach provided key insights into how the filter perceives faces.
Hair length emerged as a significant factor, as many misclassified
women had their hair tied back, while the only misclassified man
had longer hair. Figure 7 illustrates the impact of hair length on the
filter’s implicit gender classification.

As shown in Figure 7.a and 7.b, lengthening (+) or shortening (−)
the hair of misclassified women or men corrected the classification
in 64.29% of cases. Specifically, 5 Black Female images, 1 White
Female image, and 1 Latina Female image remained misclassified
after adjustments, while the only misclassified male was correctly
classified. Conversely, altering hair length in correctly classified
cases had the opposite effect: lengthening the hair of correctly
classified men caused the filter to apply transformations typically
associated with women, while shortening the hair of correctly
classified women resulted in transformations corresponding to
men. These findings highlight the filter’s sensitivity to hairstyle in
its implicit gender classification and align with the findings of [1],
which emphasized the role of hairstyle in gender perception and
its impact on facial recognition systems.

4.6 RQ3: Does Bold Glamour apply a facial
feature morphological alignment?

Next, we turn our attention to RQ3 and measure the impact of
the filter on aligning facial features across different race category
groups. We address this question by studying how the filter affects
the distances between facial characteristics of various subgroups,
assessing whether there is a trend towards aligning the facial fea-
tures with those of a specific pre-filter race category group. For
each gender, we compute Δ𝑑 (𝑖, 𝑗 ) =




𝐹 (𝑖 )∗ − 𝐹
( 𝑗 )


 − 


𝐹 (𝑖 ) − 𝐹

( 𝑗 )


,
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Figure 8: (a) Illustration of themetricΔ𝑑 (𝑖, 𝑗 ) , which quantifies
changes in Euclidean distance between post-filter features
of group 𝑖 and pre-filter features of group 𝑗 , relative to the
pre-filter distance. The mouth diagram provides an example
of how alignment is measured through changes in specific
features. (b) Heatmaps visualizing Δ𝑑 (𝑖, 𝑗 ) for females (purple)
and males (blue). Lighter colors represent smaller changes,
while darker colors indicate larger changes, highlighting
patterns of facial feature alignment induced by the filter.

where 𝐹 (𝑖 ) and 𝐹
(𝑖 )∗ correspond to the facial features of a specific

racial subgroup (denoted by the 𝑖 and 𝑗 subscripts) before and after
(*) the application of the filter, as illustrated in Figure 8.a). This
measure quantifies the change in Euclidean distance between the
facial feature vectors of a racial group 𝑖 post-filter application and
a pre-filter racial group 𝑗 .

The heatmaps in Figure 8.b depict the Δ𝑑 (𝑖, 𝑗 ) for both female
(purple) and male (blue) faces per race subgroup. In the case of
females, there is a noticeable trend where the features of White
(WF), Latina (LF), and Asian (AF) Females shift towards those of
Black Females (BF), i.e. the Δ𝑑 (𝑖, 𝑗 ) are the smallest when 𝑗 = Black,
for 𝑖 = White, Latino, Asian. This indicates a convergence towards
the Black Female facial features. In the case of male images, the
features of White (WM) and Asian (AM) Males are closer to those of
Latino Males (LM). Meanwhile, Black (BM) and Latino (LM) Males
demonstrate mutual proximity, indicating a reciprocal alignment
of their facial features post-filter. These insights could serve as a
foundation for further studies. Note that the feature vectors only
consider facial features and do not have any information regarding
skin color.

5 Platform Policies
Following the analysis of the Bold Glamour filter, we briefly present
next the platform policies and reported guidelines for filter creation

to shed light on their alignment with the actual behavior of the
filter.

5.1 Guidelines vs. Actual Practice
TikTok’s community guidelines, which apply to everyone and ev-
erything on their platform, emphasize its focus on creating a wel-
coming, safe, and entertaining experience. [81]. Furthermore, Tik-
Tok’s website provides best practices for creating TikTok effects,
including a focus on Diversity and Inclusivity: ‘When making
effects, ensure it is inclusive of a variety of skin tones, hairstyles, fa-
cial features, body shapes, accessibility levels, and other differences.
Avoid effects that reinforce negative or discriminatory stereotypes
relating to gender, sexual orientation, age, ethnicity or disability";
and Positivity: ‘TikTok is a place for authentic, joyful, and uplifting
content. Think about creating effects that empower creators to express
themselves, explore their self-identity, and share their creativity in
uniquely TikTok ways. Effects should promote a positive self-image
and avoid reinforcing narrow and unattainable beauty ideals. For
example, don’t create effects that make users look thinner or which
imply women must wear makeup – or that men can’t" [80]

These guidelines starkly contrast with the actual transforma-
tions applied by the Bold Glamour filter, as revealed in our analyses,
which create effects where women are applied makeup and men
are not, and where there are clear gender and racial dependen-
cies in its effects. Such disparities reflect broader systemic patterns
in the social media ecosystem, where filters have become perva-
sive tools that actively shape user experiences and perceptions. In
fact, platforms like TikTok and Instagram not only host filters but
also incentivize their creation through specialized tools—such as
Meta’s Spark AR and TikTok’s Effect House—and financial rewards.
ByteDance, for instance, launched the TikTok Effect Creator Re-
wards program in 2023, dedicating $6 million to reward creators
for viral effects and filters [75]. This investment underscores the
market value of AR filters and highlights the pressures these tech-
nologies impose on users to conform to prescriptive and lucrative
beauty standards.

In this context, the users’ faces and bodies –particularly of fe-
male users– are transformed into malleable assets, acting as sites
of aesthetic labor that bolster platforms’ profitability. This labor
is deeply gendered, as noted by [24], who highlight the empha-
sis on “female attractiveness” and the pressures to adhere to spe-
cific appearance norms, often at significant personal cost. Such
dynamics illustrate how visual appearance, mediated by rapidly ad-
vancing digital technologies, is increasingly entangled with social
media’s commodification of identity. As described by [84], “man-
aging the body is the means by which women acquire and display
their cultural capita." This process reinforces surveillance and nor-
mative commodification, subjecting feminine users to persistent
pressures to align with idealized standards. The Bold Glamour filter
exemplifies this trend, showcasing the intersection of technology,
market-driven aesthetics, and gendered expectations in the digital
age. These transformations reflect biases embedded in algorithmic
design and the broader socio-economic structures perpetuating
them.
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5.2 Filtering Out The “Ugly”
TikTok is not unfamiliar with ambiguous techniques for aesthetic
curation. Despite what the aforementioned policies claim, and as
evidenced by both TikTok’s investments into viral AR filters and
our technical investigation into the Bold Glamour filter, TikTok ac-
tively produces and circulates beauty filters that reinforce “narrow
and unattainable beauty standards" in direct contradiction with
its own Best Practices for creating AR filters [80]. Moreover, our
technical analysis of Bold Glamour reveals intersectional biases
that appear systemic, emerging from the platform’s infrastructure.
Beauty filters like Bold Glamour are shaped and circulated within
the confines of the platform’s governance, a complex structure of
moderation of the content that users produce and consume. Within
this framework, aesthetic curation—a practice often imbued with
intersectional bias—plays a critical role. Thus, a broader overview
of the platform’s (not always transparent) governance techniques is
essential to fully understanding the phenomenon of beauty filters.

The results of our analysis on the Bold Glamour filter align closely
with broader patterns of aesthetic curation and bias on social plat-
forms. TikTok’s emphasis on beauty standards is evident in its
filters and algorithmic moderation practices, which actively curate
content to favor certain aesthetic ideals. A notable example of this
occurred in March 2020, when The Intercept reported that TikTok
had internal pressures on content moderation teams to suppress
posts from users deemed “too ugly, poor, or disabled" for the plat-
form [3]. Moderators were instructed to filter content for TikTok’s
influential For You feed, which most users encounter when opening
the app. The criteria for content removal were explicitly biased,
listing reasons such as “abnormal body shape, “ugly facial looks,
“too many wrinkles," and other “low quality" traits [3]. Moreover,
videos filmed in “shabby and dilapidated" environments, such as
slums or rural fields, were systematically hidden, while videos show-
casing “rural beautiful natural scenery” were exempt from these
restrictions.

These moderation practices are deeply intertwined with the ef-
fects of AR beauty filters, like Bold Glamour, which emphasize spe-
cific idealized beauty standards. For instance, the increase in bright-
ness observed for Black and White Female faces in our analysis re-
flects a trend toward lighter, more “polished" appearances—aligning
with the platform’s historical suppression of certain content. As
these filters and moderation policies show, platforms are shap-
ing beauty ideals not only through the tools they provide users
but also through the algorithmic curation of content that actively
excludes diverse or non-conforming appearances, bodies, and iden-
tities ([2, 18, 40, 64, 70, 86]). Tik Tok’s response to these revela-
tions—acknowledging the primary goal of preventing bullying but
dismissing the policies as outdated—suggests that these biases are
deeply ingrained and may persist subtly. Our findings, particularly
in the context of racial and gender differences, further shed light
on how these platforms’ design choices perpetuate exclusionary
beauty standards and contribute to the systemic marginalization
of certain appearances, reinforcing the pressures placed on users
to conform to a specific, profitable image. Thus, beauty filters are
not only tools of self-expression but also instruments of broader
market-driven agendas that align with established norms in plat-
form economies.

6 Discussion and Implications
Our findings underscore critical implications regarding the intersec-
tion of beauty filters, social media platforms, and systemic biases.
These implications extend across individual, societal, and platform-
level dimensions, highlighting the broader consequences of these
technologies.

Disclaimer Block, a Tool for Transparency. We present an im-
proved version of the Disclaimer Block introduced by [20] which
enables us to analyze the transformations performed by beauty fil-
ters. This tool provides a detailed breakdown of the modifications
applied, offering insights beyond the available minimal informa-
tion, such as the filter’s name and creator. If widely adopted, the
Disclaimer Block could become an integral feature of social me-
dia platforms, either as a real-time tool accessible to users or as a
mandatory documentation process for filter designers working with
platforms like TikTok’s Effect House. Alternatively, the Disclaimer
Block could be part of an external platform where users would up-
load pre- and post-filter images to generate a visual “footprint” of
the filter’s effects. Such an interactive analysis could include quan-
titative data on the magnitude of changes, a heatmap illustrating
affected areas, and text-based explanations generated by advanced
languagemodels [7, 17, 83]. By clearly communicating semantic and
aesthetic alterations, this system would make the transformations
more accessible and understandable, empowering users to evaluate
how these digital tools shape their self-representation critically.

Implementing tools like the Disclaimer Block represents a
crucial step toward promoting transparency and accountability in
the design and application of beauty filters. By providing users
with detailed insights into the specific changes performed by these
filters, platforms could help mitigate the psychological and social
pressures tied to unrealistic beauty standards. This transparency
can shift the focus from passive consumption of idealized aesthetics
to active, informed engagement with digital self-representation.
Furthermore, such tools could encourage filter creators to reflect
on the societal impacts of their designs, fostering a more ethical ap-
proach to digital beauty. Ultimately, widespread adoption of these
strategies could help counteract the reinforcement of exclusion-
ary norms and encourage the development of more inclusive and
empowering digital environments.

Automatic Gender Inference. The Bold Glamour filter adjusts fa-
cial transformations based on inferred gender, aligning with tra-
ditional gender norms. For females, the filter enhances the lips,
cheeks, and eyes, often adding makeup-like effects to emphasize
softness and symmetry. In contrast, it performs structural changes
for males, such as sharpening the jawline and emphasizing angular-
ity, without applying makeup. Females generally experienced more
pronounced changes than males, whose transformations focused
on structural definition. A critical issue identified in this research
is the filter’s gender misclassification, particularly in the case of
female faces. Black Females experienced the highest gender misclas-
sification rates. These findings echo concerns raised by studies like
Boulamwini and Gebru’s Gender Shades [9], highlighting biases in
models and questioning the diversity of datasets used for training.
The lack of declared or user-controlled gender classification further
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exacerbates the issue, as implicit and potentially flawed classifica-
tions enforce reductive norms and fail to respect diverse identities.
This opacity, combined with reliance on simplistic visual cues such
as hair length, raises serious ethical questions about the fairness
and inclusivity of such systems.

Racial and gender dependencies. Our analyses reveal significant
racial and gender biases in how beauty filters apply enhancements.
The filter increases brightness for Black and White females, sug-
gesting a skin-lightening effect that aligns with historical biases
favoring lighter skin tones [69]. These transformations reinforce
exclusionary beauty standards rooted inWesternized and heteronor-
mative ideals, marginalizing those who do not conform, with po-
tential negative impacts on self-perception and mental health, espe-
cially among underrepresented groups. Our study also reveals racial
disparities in facial modifications. For women, the filter adjusted
features of White, Latina, and Asian individuals to resemble traits
associated with Black females, such as fuller lips. However, Black
females experienced minimal changes, indicating selective aesthetic
idealization. Among men, the filter made features of White and
Asian males resemble those of Latino males, while Black and Latino
males showed the least alteration post-filter. These findings suggest
a dual process: the filter selectively emphasizes traits associated
with Black individuals, such as fuller lips while upholding lighter
skin tones as the dominant ideal. Thismirrors broader beauty trends,
including cosmetic surgery, where traits from non-white groups are
selectively embraced, but Eurocentric standards, especially lighter
skin, remain prioritized [44].

Commodification of Identity and Aesthetic Labor. AI-based aug-
mented reality (AR) beauty filters blur the boundary between or-
ganic and digital self-representation, functioning as algorithmically
codified simulations of identity [41]. They render gender perfor-
mances instantaneous and computationally structured, aligning
with Butler’s conceptualization of gender performativity 5 [10],
while serving as “normative discursive strategies” that influence
user agency [82]. The commodification of identity, driven by the
platform’s economic priorities and the incentivization of viral con-
tent, positions beauty filters as tools for aesthetic and glamour
labor, disproportionately pressuring feminine users to conform to
appearance-based norms [24, 25, 85]. This dynamic intertwines
visual appearance with social and economic capital, intensifying
beauty surveillance [24] and encouraging bodily transformations
that enhance platforms’ market appeal. Despite claims that filter use
is voluntary, normative governance subtly shapes user decisions
through unacknowledged mechanisms, embedding harmful beauty
standards that are neither transparent nor easily recognized [76].
These filters thus perpetuate exclusionary norms while serving the
platforms’ economic interests.

5Gender, according to Judith Butler, is understood as a socially constructed phenome-
non that cannot be separated from the "cultural intersection" that both "produce and
maintain" it ([10]). Butler argues that gender is not something one is, but repeated
and ever-changing performances that align with societal norms and expectations.
These performances, embedded in cultural, social, and historical contexts, collectively
constitute gender identity, highlighting its fluid and performative nature rather than a
fixed or inherent characteristic.

Beauty Filters as Technologies of Gender. Our analyses reveal that
the beautification parameters of Bold Glamour align with and ac-
tively contribute to discriminatory gender constructs, echoing [11]
and resonating with the concept of “technologies of gender" [51].
Drawing on Judith Butler’s framework, our study emphasizes that
gender norms are performatively enacted and inscribed on the body
through external technologies and narratives, shaping and enforc-
ing idealized body standards [10]. Beauty filters like Bold Glamour
amplify these dynamics by providing immediacy and hyper-realism
into the construction of gendered performance, fostering a person-
alized yet standardized beauty ideal that imposes biased aesthetic
norms on users in opaque and potentially harmful ways to their
mental and physical well-being. While promoting creativity, they
also reveal an ambiguity in the governance of feminized bodies and
identities on Western platforms, where these identities are treated
both as valuable commodities and as subjects of normative control.
The ambiguous and opaque governance of beauty filters, combined
with their biases, limit their users’ ability to critically engage with
these technologies and understand their implications. Platforms
like TikTok curate and monetize feminine representations, rein-
forcing heteronormative beauty standards. Addressing these issues
requires a multifaceted approach that considers the platforms’ con-
text and governing models. Our analyses reveal and help mitigate
the hidden biases embedded in these technologies, debunking cor-
porate self-affirming narratives and critically engaging with their
products.

Ethical and Regulatory Considerations. Beauty filters reflect broader
cultural and technological shifts, where the boundary between
physical and digital selves is increasingly blurred. This phenom-
enon compels users to navigate their identities through the lens
of algorithmically mediated aesthetics. The privileging of certain
appearances over others exacerbates social inequalities and shapes
cultural norms in deeply inequitable and often invisible ways. Our
research raises ethical concerns about the responsibilities of plat-
forms in mitigating harm caused by biased filters. While these tools
are marketed as empowering and creative, they can contribute to
adverse psychological outcomes, such as body dissatisfaction and
diminished self-worth. This calls for stricter regulatory oversight of
platform practices, including transparency in algorithmic processes,
explicit ethical guidelines for filter development, and mechanisms
to counteract racial and gender bias.

7 Conclusion and Limitations
In this paper, we have analyzed TikTok’s Bold Glamour filter within
the broader context of platform governance, highlighting how gen-
der and racial biases embedded in its AI-driven modifications reflect
socially informed systemic design choices aimed at enhancing cor-
porate profitability and desirability, often at the expense of user
well-being. We find that the filter reinforces Eurocentric beauty
standards, particularly affecting female users by promoting traits
like fuller lips and pronounced contours associated with Black in-
dividuals while favoring lighter skin tones. These modifications
perpetuate exclusionary beauty norms. We have developed and
used an improved version of the Disclaimer Block tool, demon-
strating how transparency tools can shed light on the transforma-
tions enacted by AR filters, empowering users with greater control
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over their digital representation. Despite TikTok’s public commit-
ments to diversity and inclusion, the filter’s design contradicts these
claims by reinforcing narrow, biased aesthetics, exposing a need for
transparency and accountability in filter development. Our study
calls for future research to explore the impact of various filters on
diverse identities, including non-binary and multiracial users, and
to assess the effectiveness of transparency tools in fostering criti-
cal user engagement. These efforts aim to dismantle exclusionary
norms and promote equitable, well-being-oriented digital spaces.

Our work, however, is not exempt from limitations. First, it has
studied only one beauty filter as a case study, chosen for its popular-
ity and because it was designed and deployed by a social platform,
reflecting its aesthetic values, which contrast with their stated poli-
cies. While this filter choice provides valuable insights, it limits the
generalizability of findings to other filters or platforms. Second, part
of our analyses rely on average faces per race and gender due to eth-
ical, technical, and logistical constraints in data collection, reducing
granularity and individual variation. Additionally, we have used
binary gender labels and four racial categories based on the Chicago
Face Database, which do not account for non-binary, multiracial,
and other underrepresented identities. While we use these labels
for methodological consistency, our study does not engage in the
reification of race and gender through facial images, recognizing
these as socially constructed categories. Despite these limitations,
our work provides a foundational contribution to understanding
beauty filter biases and emphasizes the need for future research to
adopt more inclusive and comprehensive approaches.
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media/#topicOverview [Accessed: Jul 2024]. A Updates on Governmental Acts
The future of TikTok in the U.S. remains uncertain. In January 2025,
the U.S. Supreme Court upheld a bipartisan law, signed by Presi-
dent Joe Biden in April 2024, banning the app unless ByteDance,
its Chinese parent company, sold it to a U.S. or allied buyer [67].
TikTok briefly went offline after the Court denied ByteDance’s ap-
peal to overturn the ban but was reinstated a day later, with TikTok
thanking newly inaugurated President Donald Trump for his efforts.
One of Trump’s first acts in office was an executive order granting
TikTok a 75-day reprieve, instructing the attorney general not to
enforce the ban while exploring solutions. Trump has proposed a
potential joint venture, suggesting a 50-50 ownership split between
ByteDance and the U.S., though details remain unclear [31]. What
is certain, however, is that the current debate surrounding TikTok
predominantly revolves around data and market concerns rather
than issues related to users’ safety and health.

B Improvements from Disclaimer Block V1 to
V2

Background: The first version of the Disclaimer Block was in-
troduced in [20] to improve transparency in the use of beauty filters
by providing clearer information about the modifications applied
to users’ faces (Figure 9). The main concerns analyzed in the work
were: (1) While beauty filters are often marketed as tools for minor
modifications, they can significantly reshape facial features (“Be-
yond Simple Aesthetic Adjustments"). (2) The naming conventions
of beauty filters often use vague or overly positive descriptors, such
as “Prettiest” or “Pure Eyes,” which do not accurately reflect the
specific changes they introduce. The disconnect between a filter’s
name and its actual effects can lead to unintentional misrepresenta-
tion and limit users’ ability to make informed choices about their
digital self-representation (“Nominal Ambiguity and Presentation
Autonomy").

To address these issues, the Disclaimer Block aims to provide
users with a detailed understanding of the specific changes applied
by beauty filters.

Figure 9: The Disclaimer Block V1. Examples of the “Pret-
tiest" filter and “Pure Eyes" filter from TikTok. Image from
[20].

In refining the Disclaimer Block from V1 to V2, we focused
on improving data acquisition and image processing techniques to
achieve higher accuracy, greater precision, and deeper insights into
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the effects of beauty filters. Below, we outline the enhancements
introduced in V2 and how they address the limitations of V1.

Data Acquisition Enhancements: In Disclaimer Block V1, the
data acquisition process relied on videos recorded for each subject,
capturing their face first without any filter and then applying the
beauty filter. These videos were used to generate multiple frames
for each subject, and the analysis was performed by calculating an
average difference image across corresponding frames (e.g., frame 1
pre-filter vs. frame 1 post-filter). While this approach reduced noise
caused by variations in lighting, positioning, and subject movement,
it also smoothed out finer, localized changes introduced by the filter
and introduced potential artifacts.

In V2, the acquisition process shifted to directly comparing sin-
gle high-quality frames of unfiltered and filtered images for each
individual, eliminating the need for intra-subject averaging. This
change avoided the loss of detail and artifacts seen in V1, resulting
in a cleaner and more accurate dataset.

To ensure consistency across subjects, V2 employed a controlled
setup with a phone mounted on a selfie ring light, providing stable
lighting and positioning during data collection. This addressed the
variability issues present in V1, where differences in lighting and
positioning between frames often required additional corrections.

By focusing on static images rather than averaged frames, V2
achieved a cleaner and more precise dataset.

From 𝐻𝐷 to IDif𝐴 . In Disclaimer Block V1, the image pro-
cessing pipeline had to address the inherent noise in the dataset
caused by variability in lighting, positioning, and alignment across
frames. To manage these inconsistencies, V1 relied on the Medi-
apipe tessellation to divide the face into predefined regions. Each
tessellation segment represented an area of the face, and changes
were aggregated as the average magnitude of differences within
these regions rather than at the pixel level. This approach resulted
in a heatmap (𝐻𝐷 ) that was visually intuitive but lacked precision,
as it smoothed over finer, localized changes introduced by the filter.

In V2, the improved data acquisition process provided a much
cleaner and more consistent dataset with aligned images and stable
lighting conditions. Building on this, we introduced a more precise
alignment technique using the Scale-Invariant Feature Transform
(SIFT) algorithm [53]. SIFT accurately identifies and matches key
points between filtered and unfiltered images, enabling us to apply a
homography transformation to correct any residual shifts, rotations,
or distortions. We applied a Gaussian blur to the different images
to further refine the results, reducing noise and removing minor
artifacts. This improvement eliminated the need for region-based
aggregation, allowing us to move from area-level analysis to direct
pixel-by-pixel comparisons.

This step, combined with the improved alignment process, en-
abled us to create IDif𝐴 . Unlike the regional aggregation used in
V1, IDif𝐴 captures the precise "footprint" of the filter at the pixel
level, providing a much more detailed and accurate representation
of changes. This approach ensures that the heatmap is no longer
an approximation of changes across larger regions but a direct
mapping of the filter’s impact on every face pixel

Semantic Analysis Improvements:𝑇𝐷 and S(IDif𝐴) . In Disclaimer
Block V1, semantic analysis was performed using 𝑇𝐷 , a table sum-
marizing the average magnitude of changes introduced by the filter
across 13 predefined macro areas of the face. These areas were
segmented based on Mediapipe landmarks and defined by [22].
The purpose of 𝑇𝐷 was to complement the spatial heatmap (𝐻𝐷 )
by providing a semantically interpretable summary of changes in
broader facial regions, such as the eyes, cheeks, and mouth. While
𝐻𝐷 visualized changes spatially usingMediapipe’ss tessellation, 𝑇𝐷
offered a high-level overview of how different regions were affected
by the filter, aiding interpretability.

In V2, we retained 𝑇𝐷 but refined the underlying segmentation
process. Instead of relying on the original 13 macro areas, we intro-
duced a more granular set of 30 semantic masks based onMediapipe
landmarks, previously introduced by [23]. This increased granu-
larity allowed for a more detailed analysis of the filter’s effects on
specific facial features. For example, the cheeks, previously treated
as a single region, were divided into smaller subregions, enabling
a more precise understanding of how the filter modifies distinct
areas.

While 𝑇𝐷 remains a key component for summarizing changes
semantically, in V2, we extended the use of these semantic masks
beyond the table. The masks are now directly employed to generate
IDif𝐴 , a semantic map that visualizes changes across the 30 regions.
This map bridges the gap between detailed spatial differences and
semantically interpretable areas, offering a more intuitive under-
standing of the filter’s behavior. This level of granularity and struc-
ture, absent in V1, significantly enhances the explanatory power of
our analysis, enabling deeper insights into the filter’s behavior.

C From Faces to Semantic Feature Vectors with
FaceGen

To analyze the impact of the Bold Glamour filter, we used the Face-
Gen software [28], which offers a comprehensive set of facial fea-
tures for modeling and analysis. FaceGen allows for the creation of
3D reconstructions from 2D images and provides calibrated numer-
ical values for a wide range of facial features. Among the extensive
set of features available in FaceGen, we selected those most com-
monly targeted by beauty filters, focusing on attributes that directly
influence symmetry, balance, and the perceived attractiveness of
the face. These features are categorized in Table 1, organized by
primary facial attributes and specific calibration adjustments:

The analysis began by creating average 2D images of faces pre-
and post-filter, categorized by race and gender groups (Figure 3).
These average images were reconstructed into 3D models using
FaceGen, which allowed us to extract and represent the selected
features numerically. Each feature was assigned a calibrated value,
enabling direct comparisons between the pre and post-filter condi-
tions.

To understand how the filter modifies facial features across differ-
ent ethnic groups, we modeled each face as a vector of features be-
fore and after applying the filter. Let 𝐹 (𝑔,𝑟 ) ∈ R𝑛 and 𝐹

(𝑔,𝑟 )∗ ∈
R𝑛 represent the pre-filter and post-filter feature vectors, respec-
tively. Each vector 𝐹 contains 𝑛 components, each representing
a specific facial feature. For instance, the vector for (𝑔, 𝑟 ) group,
where 𝑔 and 𝑟 stand for gender-race, before and after filtering can
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Table 1: Facial features selected for quantitative analysis in
FaceGen software to assess the impact of the Bold Glamour
filter. Features are categorized by primary facial attributes
and specific calibration adjustments, allowing for a detailed
examination of how the filter alters individual aspects of
facial structure across groups.

Face Feature Feature Specific
Eye • small/large

• apart/together
• tilt inward/outward

Cheekbones • low/high
• shallow/pronounced

Cheeks • concave/convex
• round/gaunt

Chin • small/large

Jawline • concave/convex

Mouth • Lips deflated/inflated
• Lips large/small
• Lips thin/thick

Nose • flat/pointed

Figure 10: Semantic calibration of the "Lips deflated/inflate"
feature for the average faces 𝐹 . The unfiltered face has a score
of -0.22, indicating lips closer to the "deflate" pole. After ap-
plying the filter, the score shifts to +0.91, showing movement
toward the""inflate"" pole. In the example, the average face
for the White Female group is taken into account

be written as:

𝐹
(𝑔,𝑟 )

=

[
𝑓
(𝑔,𝑟 )
1 , 𝑓

(𝑔,𝑟 )
2 , . . . , 𝑓

(𝑔,𝑟 )
𝑛

]
𝐹
(𝑔,𝑟 )∗

=

[
𝑓
(𝑔,𝑟 )∗
1 , 𝑓

(𝑔,𝑟 )∗
2 , . . . , 𝑓

(𝑔,𝑟 )∗
𝑛

]
Each element in the vector 𝐹 corresponds to a specific facial char-
acteristic, such as eye size or lip fullness.

The calibrated values extracted by FaceGen allow us to quantify
changes introduced by the filter along a semantic continuum de-
fined by the poles of each selected feature. For example, the feature

"Lips deflated/inflated" positions lips along a scale where negative
values correspond to the "deflated" pole (indicating less fullness),
and positive values correspond to the "inflated" pole (indicating
increased fullness) (Figure 10). This calibration system provides a
structured framework to measure the direction and magnitude of
changes the filter applies.
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